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Abstract
Discrimination of time series data can be carried out either in the
frequency domain or in the time domain. Applications have been found
useful in certain areas such as seismology and medicine. To date most
discriminative work has been carried out for linear and stationary time
series models. This paper extends the theory by considering the
discrimination of state space models which can then also include linear
models. A CUSUM approach is adopted to discriminate between two
models, although standard CUSUM methods can not be used because
of the lack of independence. The CUSUM method allows the
discrimination to be viewed as a sequential method where a decision
needs to be made as soon as reasonably possible.
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1. Introduction
The problem of the discrimination of time series data has been
considered by several authors. Shumway and Unger (1974), Dargahi-
Noubary and Laycock (1981), Alagon (1989) and Dargahi-Noubary
(1992) use a frequency domain approach to establish the discriminant
between two time series models. Gersch (1981), Gersch and
Yonemoto (1977), Gersch et al., (1979), Alagon (1986), Chaudhari et
al., (1991) and Chan, et al., (1996) consider a time domain approach.

In the frequency domain approach, Shumway and Unger (1974)
obtained the best linear discriminant when the mean functions of the
two models are assumed to be unequal. Dargahi-Noubary and Laycock
(1981) and Dargahi-Noubary (1992) look at the spectral ratio for two
models when mean functions are assumed equal with the discriminative
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information residing in the covariance or spectral structures. They
suggested using a subset of the frequency bands for discrimination.

In the time domain approach the log-likelihood ratio is usually
considered as a criterion for discrimination between two models. For
Gaussian models, the log-likelihood ratio is a quadratic form and
involves cumbersome matrices. The discriminant function can be
expressed in terms of a linear combination of independent chi-squared
random variables each with one degree of freedom, and where the
coefficients are the eigenvalues of a matrix based on the covariance
matrices for the two models. The eigenvalues have to be calculated
numerically. Chan, et al., (1996) have obtained an approximate analytic
solution for the coefficients for ARMA processes. In a Bayesian
approach using predictive discrimination, Geisser (1966) developed a
discriminant rule based on the prediction of a random vector, given the
training data. This technique was extended by Brolemeling and Son
(1987) who derived the marginal posterior mass function of the
classification vector for an AR process.

Practical applications of time series discrimination arise in
seismology, medicine and other areas. See Shumway (1982, 1988) for
a good introduction to the subject. Most results so far are concerned
with stationary time series models. This paper investigates the log-
likelihood ratio discriminant for state space models, thus enabling some
non-stationary models to be encompassed into the discrimination of the
time series models area. Also the time domain discrimination of
stationary models, e.g. ARMA, can be viewed differently by placing
them in state space form.

2. Gaussian state space models
Following the notation of Harvey (1993) state space models are

defined by
yt = Zt ?‡t + dt+ ?�t (1)
?‡t = Tt ?‡t-1 + ct + Rt ?‡t (2)

where in the measurement equation (1), yt is the vector of N
observed variables at time t, Zt is an N?Lm matrix, ?Lt is the state vector,
dt is a vector, and ?t̂ a vector of serially uncorrelated disturbances. In
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the transition equation (2), Tt a matrix, ct a vector, Rt is a matrix and ?ht
a vector of serially uncorrelated disturbances.

Let E(?€t) = 0, Var (?€t) = St, E(?€t) = 0, Var (?€t) = Qt. Let E (?€0) =
a0, Var (?	0) = P0 and assume ?	t, ?	t are uncorrelated for all t1, t2.

The Kalman filter is used to optimally estimate the state vector, ?’t,
using the observed variables up to present time t. Let the estimate of ?�t
be at, and the mean square error (MSE) matrix of ?¤t be Pt. Let the
suffices t|t-1 attached to a vector or matrix give its value at time t,
given all information up to time t-1.

The prediction equations are

a t|t-1 = Tt a t-1 + ct

Pt|t-1 =Tt Pt-1 Tt' +Rt Qt Rt'.

The estimator of yt is
.ˆ ||t ttttt Z day ?�?� ?‡?� 11

The prediction error is

vt = yt - yt|t-1 = Zt (?9t- at|t-1) +?9t

which has MSE matrix

Ft = ZtPt|t-1Zt' + St.
The updating equations are then

.
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For Gaussain models ?,t, and ?,t are normally distributed. Let parameters
of the models be placed in a vector ?>. Then the log-likelihood based
on observations up to present time T can be written



 R. Chinipardaz IIJS, 2 (Math.),
2001
______________________________________________________________

ÓÕ

∑∑
=

−

=

′−−π
−

=Ψ
T

t
ttt

T

t
t FFNTL

1

1

1 2
1log

2
12log

2
vv||)( (3)

See Harvey (1993) for further details.

3. Discrimination of Gaussian state space models
Suppose an observed time series, y1, y2, ... , yT, is to be allocated at
time T to one of two Gaussian state space models, H1 and H2 described
by their own measurement and transition equations as in the previous
section. The log-likelihood ratio for the two models, giving the
discriminant DFT(y), is from (3)
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where the suffices 1 and 2 refer to the models H1 and H2 respectively.
It necessary, classification of a series to H1 or H2 can be treated like

a sequential probability ratio test where an optimal decision is to be
made as soon as possible. However, in other situation the decision can
be left until the end of the series has been reached. For the former case
the theory of sequential probability ratio tests (e.g. Mood, et al.,
(1974)) cannot easily be applied to the problem. This is because the
distribution of DFT(y) will usually be impossible to find analytically and
hence the probabilities of misclassification can not be calculated.
However if H1 is the appropriate model rather than H2, then the more
observations used in the discrimination, the larger the value of DFT(y).
Likewise if H2 is the appropriate model, then the smaller the value of
DFT(y). Indeed DFT(y) can be updated with every new observation so
that

1T1 )()( ?‡?n ?‡?  ADFDF TT yy
where
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Each value AT can be considered as discriminant information in favour
of H1 or H2 and DFT(y) is then the CUSUM of the AT’s. However
CUSUM methodology in the area of statistical process control is not
appropriate since the AT’s are not independent. In practice a plot of the
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CUSUM DFT(y) may give overwhelming evidence in favor of H1 or
H2, if it continually increases or decrease, respectively. When the
situation is not so clear the percentage of the AT’s supporting H1 can be
noted. As soon as this reaches a certain level (95% say) the series is
allocated to H1 or at another level (5% say) is allocated to H2.
Otherwise a further observation is taken. If the end of the series is
reached without a decision being made, a final subjective decision will
have to be made about H1 and H2 based on the AT’s.

4. Discrimination of ARMA (p,q) processes
Suppose the models H1 and H2 are both taken as ARMA(p,q)
processes. The log likelihood ratio discriminant and its approximate
distribution has been obtained by Dargahi-Noubary and Laycock
(1981) and Dargahi-Noubary (1992) using a frequency domain
approach, and by Chan et al., (1996) using a time domain approach,
respectively, as discussed in section 1. It may however be more
advantageous to express the ARMA processes in state space form. Let
the ARMA(p,q) process be

yt = Z?àt
where

Z = (1, 0, ... , 0),
and the state equation is

?Jt = T ?Jt-1 + R?Jt
where the m × m matrix T and the m×1 vector R are given by
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where m = max{p, q+1}, and εt are uncorrelated with zero mean and
variance σ2.

It can be shown that the prediction error 1tttt yyv ?‡?‡?Ý |ˆ is normally
distributed with zero mean and variance 1,11-t|t1 ][PAAPF ttt ?‡?s?\ ?‡| where
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1-t|tP is the MSE matrix of at at time t-1. The log-likelihood ratio for
the two models, H1 and H2 becomes

DFT (y) ?‡?ß
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It can be shown that the elements of jP ttj 1,|, ?þ referring to H2, can be
obtained by the recursion
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If the models are stationary and invertible, after m = {p, q+1}
replications, the value of 1,11-t|t ][PFt ?‡ is equal to σ2 because

?‡
?Ñ
?k ?`?`

?ì?‡ otherwise.0
1

][
2

ki,1
ki

P ttj
?‡

|,

Hence the variance of vj,t will be constant and stable over time. For
this case the transition equation is time invariant and the estimate of the
initial state vector and variance of the error are the unconditional mean
vector and variance matrix of the initial state vector. The mean can be
shown to be the zero vector and the covariance matrix

)(vecT)T-(I)vec( 2-1
0 RRP ?Ù?Î?Î ?Î

where ⊗ is the Kronecker product and vec (⋅) denotes that the columns
of the matrix are stacked one upon another. See Gardner et al., (1980)
or Harvey (1989) for more details.

4.1 Discrimination of two MA(1) processes
As an example consider the discrimination between two MA(1)
processes

Hj : yt= ?‡t + ?áj ?‡t-1 (j = 1, 2).
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For Hj, define the state space vector as
?÷t = (yt, ?÷j ?‡t)′.

Then the measurement equation is
yt = (1, 0) ?‡t t = 1, … , T

where
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has a normal distribution with zero mean and variance fj,t. After some
algebra the log-likelihood ratio for H1 and H2 based on observations up
to time T is
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Equation (5) is the same as that obtained from the classical approach
although possibly more difficult to calculate than for this state space
form.
5. Simulation Studies
Simulation exercises were carried out to investigate the CUSUM
approach. Figure 1 shows the results of one such exercise.

Figure 1 - Log-likelihood ratio for two MA(1) processes(H1 = -0.5 and H2
= 0.5) together with different parameter values.
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The models for H1 and H2 were θ1 = -0.5, θ2 = 0.5 respectively. A time
series of total length 1000, generated according to H1 gave the
discriminative CUSUM, the solid line in the figure (The upper
CUSUM). A time series generated according to H2 gave the lower
CUSUM in the figure. As these CUSUMs progress they give more and
more evidence as leaning to the appropriate model. Additional time
series were generated with ?»taking various values between -0.5 and
0.5, and although neither model is the correct one, evidence as to one
or the other can be seen from the various CUSUMs that reside
between the initial two.

Figure 2 shows the log likelihood ratio for H1 and Models H2 for a
time series with length 1000. Each plot in this figure shows the log
likelihood ratio for two different models with parameters written in
brackets. Observations in this simulation were taken from H1. As can
be seen from this figure the log likelihood ratio increase with time.
Comparison between plots shows that the log likelihood ratio increases
more if the difference between the two models is large.

This simulation was repeated with observation taken from H2.
Figure 3 shows the log likelihood ratio against time. As can be seen the
log likelihood ratio decreases if observations are taken from H2. Again
this figure shows that the log likelihood ratio will decrease more if the
difference between two models is large.

Figure 4 and 5 show simulations for two AR(2) processes and two
ARMA(1,1) processes, respectively. Similar results also occur.
Another simulation exercise was carried out to assess the
discrimination of some ARMA processes. Models were chosen for H1

and H2 respectively. Then one thousand time series each of length 500
were simulated from each of the models. Every series was then
allocated to H1 or H2 but with the possibility of no decision. A 95%
decision level was chosen as discussed in section 3. Results are shown
in Table 1. The various models chosen are shown together with the
number of correct and incorrect allocations. Also shown is the average
number of points needed before a decision was made. These results and
others show that the method works well.
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Figure 2 - Discrimination (L.L.R) between two MA(1) models, (H1 and
H2). Observations from H1.
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Figure 3 - Discrimination (L.L.R) between two MA(1) models, (H1 and
H2). Observations from H2.
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Figure 4 - Discrimination (L.L.R) between two AR(2) models, (H1 and
H2). Observations from H1.
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Figure 5 - Discrimination (L.L.R) between two ARMA( 1,1) models, (H1
and H2). Observations from H1.

Table 1 - The number of correct allocations and wrong allocations
For 1000 time series of length 500

Models
H1: xt – 0.1xt- 1 - 0.1xt-2 = ?°t
H2: xt + 0.1xt- 1 + 0.1xt-2 = ?Lt

Series generated
from

No. Allocated to
H1 H2

No. final
allocated

Av. No. of points
until decision

H1 912 70 12 143
H2 79

890
31 155

Models
H1: xt – 0.2xt- 1 - 0.2xt-2 = ?et
H2: xt + 0.2xt- 1 + 0.2xt-2 = ?�t

Series generated
from

No. Allocated to
H1 H2

No. final
allocated

Av. No. of points
until decision

H1 994 5 1 86
H2 10

989
1 90

Models
H1: xt + 0.1xt- 1 + 0.1xt-2 = ?7t
H2: xt + 0.2x t- 1 + 0.2xt-2 = ?ot

Series generated
From

No. Allocated to
H1 H2

No. final
allocated

Av. No. of points
until decision

H1 792
122

86 163

H2 197
721

82 165

Models
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H1: xt – 0.3xt- 1 - 0.3xt-2 = ?xt
H2: xt + 0.3x t- 1 + 0.3xt-2 = ?�t

Series generated
from

No. Allocated to
H1 H2

No. final
allocated

Av. No. of points
until decision

H1 1000 0 0 61
H2 3

997
0 65

6. Comparison between state space and classical methods
The last section is devoted to the comparison between the state space
method for discrimination between ARMA models and those found in
Chan et al., termed classical discrimination.
As in Chan et al., discrimination between two MA(1) models, H1 and H2

H1 : yt = ?ª1?‡t-1 + ?ªt, ?ªt ?‡N (0, ?ª2)
H2 : yt = ?32?‡t-1 + ?3t, ?3t ?‡N (0, ?32)

leads to a discriminant
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and to H2 otherwise. This model can be considered as a state space
model shown in section (4.1).
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then y is allocated to H1 if the percentage A'ts is greater than 50%.
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A simulation exercise was carried out to compare the above two
methods of discrimination. A time series of total length 200 was
generated from H2 and then allocated to H1 or H2 according to the two
methods. This was repeated 1000 times. For the state space method
allocation was considered using all of observations. Results are given in
the Table 2. As can be seen both state space discrimination and
classical discrimination work well but with the classical method slightly
superior.
Table 2: Misclassification table for 1000 time series of length 200
for MA(1) processes
I: Percentage misclassified with the state space method
II: Percentage misclassified with the classical method
III: Misclassified with state space and (6)

Models:
H1 : yt = -0.2?‹t-1 + ?‹t
H2 : yt = 0.2?'t-1 + ?'t

I II III
Misclassified 1.4 0.1 0.1

Models:
H1 : yt = 0.2?]t-1 + ?]t
H2 : yt = 0.4?•t-1 + ?•t

I II III
Misclassified 6.5 2.0 4.8

Models:
H1 : yt = -0.5?£t-1 + ?£t
H2 : yt = 0.5?Üt-1 + ?Üt

I II III
Misclassified 0.0 0.0 0.0

Models:
H1 : yt = 0.4?™t-1 + ?™t
H2 : yt = 0.7?Ñt-1 + εt

I II III
Misclassified 1.4 0.1 0.2

Models:
H1 : yt = -0.3?Àt-1 + ?Àt
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H2 : yt = -0.5?xt-1 + ?xt
I II III

Misclassified 5.1 2.2 5.6

Models:
H1 : yt = 0.1?•t-1 + ?•t
H2 : yt = 0.8?�t-1 + ?�t

I II III
Misclassified 0.0 0.0 0.0
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