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Abstract
In this paper we present an entropy characterization of general
exponential model and use entropy of regular model to construct a
testing of hypothesis for parameters of some common distributions
such as normal, exponential, gamma and beta. Furthermore we use
these concepts and methods to construct interval estimators for

H(0)and for @ if H(@) is one to one, where H(f)is Shannon’s
entropy of X with density function £, (x) or probability mass function
P, (X =x).
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1. Introduction

A mathematical theory of hypothesis testing in which tests are derived
as solutions of clearly stated optimum problems was developed by
Neyman and Pearson in the 1930, and since then has been
considerably extended. For review of the classic method of hypothesis
testing see Lehmann, E.L (1997) and (1983) and George Casella and
Roger L.Berger (1990). Consider hypothesis testing structure where

we have a null hypothesis #,and an alternative hypothesis #,. Let
be the MLE of the parameteré and ¢, the true value of parameter
under H,. Application of information theory and Shannon’s entropy in
testing statistical hypothesis is quite new, and recently some papers in
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this subject have been published, (Menendez, 1999; Cover and
Thomas, 1991), Pasha et al., (2004)). Menendez (1999) published a
paper on Shannon’s entropy in exponential family and discussed some
properties of them. He introduced an asymptotic distribution of
(H(é)—H(@O)). This article is organized as follows. In the following

section we discuss the expression of Shannon’s entropy and its
asymptotic distribution. In section 3, we present testing hypothesis by
Shannon’s entropy in the exponential family as well as some
examples. In section 4, hypothesis testing for parameters of gamma
distribution is introduced. In section 5, we do hypothesis testing for
parameters of beta distribution. In section 6, we obtain confidence
interval forH(@)and for ¢ if H(9) be one to one. Finally the

conclusion of paper is given in section 7.

2. Shannon’s entropy and asymptotic distribution of it

In this section, we obtain an easy expression for Shannon’s entropy
and the asymptotic distribution of it in the exponential family when
the parameter @ is replaced by its corresponding MLE.

Let (.8,.7),, be a family of Probability Spaces, where @ is an

open convex subset of R .
Consider the exponential family:

k

fo(x)=exp{ D T, ()0, b(«%R(x)} (1.2) ,
Jj=1

If in (1.2) R(x)=0, then the family is regular which has been

considered by Menendez (1999).

Lemmal. Let X be a random variable with distribution of the form

(1.2) then the expression of Shannon’s entropy is given by:

K
H(0)==)_0,7;(0)+b(0)+E(R(X)),
j=1

) _ ab(0) _(o00) b(0)
where 7;(0) = E(T;(X)) = 20, and 7(9)—( 50" 7 a0, J

It’s easy to see that:
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k
b(O) = Ln[ j exp{z T, (x)0, - R(x)}d/,z(x)J :

X J=1

Proof: We know that:
H(O)=-[1, (x){ZT,.(xw,- ~b(6) —R(x)} d ()

K

=26, [T,00)£,(0)d pa(x) + b(0) + [ R(x) £, (x)d ()

X X

Then:

K
H(0)=-)_0,7,(0)+b(0)+ E(R(X)).
Jj=1

In the following we use Shannon’s entropy for regular exponential
model i.e

k
H(0)=-)0,r;(0)+b(0).
j=1

Remarkl. Ify —f-»y 4 —2>a,B—L>bthend, +B,y,—~>a+by,

where —2— and —%— denote the convergence in probability and
convergence in distribution respectively.
Remark2. Let X,,..,X, be a random sample from f,(x), under some

assumptions, any consistent sequence 6, =(X,,..., X,) for roots of the

likelihood equation satisfies n(6, —0)—=>N (0,1;1(0)) and

\/;(éjn —Qi)%N(O,(I;I(H))ﬁ). For details see Lehmann, E.L (1983).

Remark3. Let vn (T, -9)—%>N(0,7%) and there exist f'(0)#0 then:
Jn(£(@)- 10)—-No. 21 OF).

26)

L 2. Let 1:(0)=
emma et 1-(0) (89,.69].

J be Fisher information matrix
i, j=1,23,...k

and T'=(t,t,,..,1,) Where ¢, = OH(9) then:
00, 9=t

Jn (H(é) —H(eo)) 5 N@O,TT,7(0,)T),

Proof: Consider a Taylor’s expansion of H(#)around 6 by:
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k

H(O) = H(0) Z

He(e)(e 9) R, _H(0)+T(¢9 0)+R, (2.2),

1

LGS PHEY
where R, _ZZ; 7558 6, -6,)6, 0)} for‘

<-4

Then from (2.2) we have:

Jn(H @)~ H()) = JnT'(0-0) +JnR,.
Also we know/nT'(0-6,)—-> N(O, T'1.6,)]" T) and +nR, —£-0,
then it is  immediate from  above  remarks  that:
Jn (H(é) - H(eo))% N(O,T’[IF )] T), provided that 7'[7,.0,)]'T>0.

Examplel. Shannon’s entropy for gamma distribution
The canonical probability density function of gamma distribution is
given by:

f(x)= exp{@lx + 6, Lnx — (Lnf(t92 + 1))+ @, + 1)Ln(_9i)} ,
1

Furthermore we know that:

()= L) Z( ! ]—0.57721566...

Oox n+1 n+x

Then the Shannon’s entropy is given by:
w(0, +1)

H(0) = (0, +1)—6’2(F(9 s
2

)+ Lnl (0, +1)— Ln(-6))

Example2. Shannon’s entropy for beta distribution
The canonical pdf of beta distribution is given by

[T +0r(1-x)- o
J(x)=exp [LnT(6,+1)+ LaT(6, + )~ LT (0, +6,+2)][

where 9, =« -1 and ¢, = p-1 and:
b(0,,0,)=Lnl" (0, +1)+Lnl (0, +1)—Lnl(6,+0, +2).
Then the Shannon’s entropy is given by:
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\Pgl(6’1+1)+9 \P91(¢91+02+2)_9 ‘P92(¢92+1)
L@ +1) ' TG +6,+2) ° T(6,+])
Y, (6 +<92+2)+ 1, LG +DT(0, +1)

H(6,,0,)=-06,

+
P T(6,+6,+2) (6, +6,+2)
Where: ¥, (a+b) =" (a+b).
da
3. Testing Hypothesis

In this section we use the asymptotic distribution of Shannon's
entropy for regular exponential model to testing statistical hypothesis
and comparison has been made with classical tests. Consider:
H,:0=0, versus H,:0%0,,
which is equivalent to
H,:HO)=H@6,) versus H, :H@)=H@,),

via lemma 2 we apply

7 =y HO-HE,)

a(0,)

which has asymptotically a standard normal distribution under #, for

, where ¢%(0,)=T"1,""(0,)T,

sufficiently large n , therefore H, is rejected at the levela if
Z\|>Z,.

2
Corollaryl. This test is asymptotically size « and the power of it tends
tolas n—>w.
Proof: IfH, is true, then H(@)=H(0,)and Z, —-—>Z ~ N(0,1), then the
type (/) error probability is p(|z,|>Z,)— p(Z|>Z,)=a, and this is

2 2

an asymptotically sizea test. Now consider an alternative parameter
value H(@)= H(,),

_ ~HO)-H@O,) ~H@O)-H® ~H®O)-H®,
Zu=dn = ey T

n HO)-HO) & >N(0,]) and (%) —L 50  then

c(0,) N

b
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o0 i H(@)-H( 0
- HOH0, | [re v HO-HE):

0 or s
(0,) e i HO)-H@,)<0

Thus: z, —2—>+ and:

power = p, (reject H,)=p(Z,|>Zys,) >1 as n—o.

Example3. The following sample of size 30 was simulated from
standard normal distribution:
1,0.2,5,-0.6,0.6,2.6,04,-2,0.2,-5,-1,-04,1,-3.2,0.4, -2.4,0, 1,
3,-0.8,-1.2,1.4,1.8,2.8,1.6,-2,-1.8,-3.8, 2, -1

Totest H,:0> =4 versus H,:o0”#4,we have

62 = lZX,? 452, H(O)=~1n(®), H(0)= H(——)=2.172 and
n“= 2 0 262

H(®,)=2.112, then:

o(0,)=+T1,"(0,)T = \g =0.707,

and the value of corresponding statistic is equal to:
H(@)-H(0,) 2172-2.112
7 = fn ) 3Lt te el e

N T 50, 0.707

then H, isn’t rejected and the corresponding p-value is:
pv=pu, (Z]>0.468)=2p, (Z>0.468)=0.6384.

= 0.468 % Z 0y =1.96,

The value of classic statistic is equal to:

= (n-1S? _1354

2
o

=33.85 95[)(5.975,29%3.025,29]: [16047, 45-7] >

(o3
then H, isn’t rejected and the corresponding p-value is:
py =P, (X3 >33.85) =025

Example4. The following data are a random sample of size 15
simulated from an exponential distribution with mean 5.
3.24, 4.29, 1.17, 5.46, 3.38, 0.49, 1.23, 1.01, 0.58, 1.29, 2.64, 0.99,
2.76,6.18,2.97
We consider the hypothesis testing problem:
H,:p=1 versus H,:pf=5.
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The MLE for Bis f3 =lZXl. =% =2.56, also we have H(#)=1-1n6,
oo

then H(@)=1.921and H(9,)=1and o(0,)=+T1, ' (6,)T =1, so the value

of corresponding statistic is

H@O)-H
Z, :ﬁ%:\/g(l.%l—l):3.567>ZO.05 ~1.64,
o o

then H, is rejected and the corresponding p-value is

p.=pu, (Z]>3.567)=2py (Z >3.567)~0.0026.
In the classic form, by Neyman and Pearson lemma there exist a UMP
test which is given by

B(x) = 7 :

15
0 if D X,<2188

i=1

15
so b X.=3833 H_1srejected and the corresponding p-value is :
Yy i 0 ] p gp

i=1

15 15
Py =ru, O X, >3833)=p, (2D X, >76.66) <0.005
i=1 i=l1

4 - Hypothesis testing for parameters of gamma distribution
Let X,..,X, be a random sample from gamma distribution with

parameters «and B. We find & numerically from

1]:’((2{))+ln§—%;lnXi=O and ﬁ=£ to find MLE fora and g.

94
Furthermore let 60=(a,f8), 6,=(ab), 6=(ap) . Testing
H,:0=0, versus H,:0#0, is equivalent to testing
H,:H@)=H(@, versus H, :H@)=H@®,. Via lemm2 and

examplel we have

A ~ PO, +1 . S P& I (&
H(H)=(6’2+1)—92(Fiézil))+]4n1"(6?2+1)—Ln(—61)=a—(a—l)r$;—Ln EZ)
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and
o wF@ , I'(a)
H@)=a—-(a-1) T Ln P
then the information matrix and array T is given by:
ab? b
1:0,)=| , ¥'@I(@-¥@
r(a
and
OH (6) OH (0) ' (@) (a)-¥ 2 (a) :

T=|t = % ‘9]:60 —b 1= o ) =1+ i respectively.

ExampleS. Menendez (1999) gave an example for this distribution,
here we give another example. The following data are a random
sample of size 50 simulated from gamma (3.5,5) distribution.

1993 | 294 | 12.02 | 6.83 8.92 | 56.12 | 23.53 | 42.06 | 13.29 | 16.19
9.77 | 18.46 | 7.67 9.57 | 38.07 | 18.15 | 5.59 28.2 | 39.18 | 7.49
9.88 8.5 1293 | 3.95 6.92 | 21.72 | 11.26 | 14.13 | 21.76 | 6.77
2238 | 24.69 | 47.24 | 836 | 13.31 | 12.76 | 24.65 | 43.53 | 15.2 | 25.19
6.85 | 13.82 | 1591 | 994 | 19.76 | 24.15 | 27.3 9.61 | 17.89 | 23.42
We consider the hypothesis testing

H,:0=355) versus H;:0+#3.5)5).

Note: We have written computer programs using MATHCAD2000
package to obtain the results.
From above note and examplelwe have:

~ J—

A

G B X S, H@) | HEO,) | o,

2.873 6.503 18.684 137.216 2.515 1.151 24.73

The value of corresponding statistic is:

H(O)-H(b,) 2.515-1.151
Z, =n e 50 22072 194 % 7, 005 =196,

c(0,) 4.97 0.025
then H, isn’trejected and the corresponding p-value is:

Py =py (2]>1.94)=2p, (Z>1.94)=0.0524
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S - Hypothesis testing for parameters of beta distribution

In this section we use asymptotic distribution of Shannon’s entropy
for regular exponential model to testing statistical hypothesis for
parameters of beta distributions. Let X,...., X, be a random sample of

beta («, ) distribution.

We solve: tul@tp) ¥l , Zl X, =0
Ia+p) F(a) n“=
and fplath vp), 21 n1-X,)=0

I'(a+p) F(,B) n=
numerically to find MLE ofe and pB. Let 0=(a.8), 0,=(a,b),
6=(4pB). Consider: H,:0=0, versus H,:0=6,, which is
equivalent to: H, :H(@)=H(,) versus H,:H@®)=H(@®,), From
example2 we have:

0%b(0) ¥ (@) (a)-¥,* (@) ¥ (a+b)[(a+b)—¥, (a+b)
In= 2 |0=0, = 2 - 2
6, '(a) I'*(a+b)
o 0%b(0) _ ¥y(@+b)(a+b)-¥ (a+bh)
2= 21_—801802 0=6, = 2(a+b)
0%b(0) @ (BB -FE(b) Wi (a+b)(a+b)—¥, (a+b)
I = 2 |0=0, = 2 - 2
06, 2 (b) I'*(a+b)
? ¥
1O =0-0 2D q_ D o 862D 5 (GED | rard)
(@) I'(p) r@+p F(a+ﬁ) r@+p)
H(Ho)z(l—a)j:(a) (_b)m s _)S”(a+b) o _)y/,,(a+b)+Lnr(a)r(b)
(a) (b T(a+b) T(a+b) T(a+b)

. . . 1 1
Then the information matrix and array T are I, (00):{1“ 112} and
21 22

T =|4,1,] respectively, where:
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__m+(l_a)5’"(a)F(a)—?’2(a) REACEL) cal) ¥ (a+b)(a+b)—¥, (a+b)

' a) ' (a) I'(a+Db) I'*(a+Db)

V(@ +b)(a+b)+¥,(a+b)¥y(a+b) TG (@I (a+b)-¥,(a+b (@) (b)
I'*(a+Db) I'(a)[(b)(a+b)

RAON (1-5) (b)Y (b) — ¥ (b) L Wolath) b1 ¥/ (a+b)(a+b)—¥,(a+b)
(b % (b) I'(a+b) I'*(a+b)

Vip(a+b)(a+b)+¥,(a+b)¥y(a+b) (@ b) (a+b)=¥y(a+b (@I (b)
I'*(a+Db) I'(a)I(b)I(a +b)

+(b-1)

t, =

+(a-1)

Example6. The following data are a random sample of size 40
simulated from beta (3,4) distribution.

0.02 | 0.21 0.35 | 0.26 0.7 0.3 033 | 0.05 | 0.29 | 0.12

0.2 0.43 0.76 | 0.68 096 | 0.14 | 0.21 0.17 | 0.73 0.73

0.03 | 046 | 0.59 | 0.12 | 035 | 0.36 | 041 035 | 0.14 | 0.65

033 | 064 | 024 | 044 | 024 | 0.06 | 045 0.7 0.68 | 0.66

We consider the hypothesis testing

H,:0=(1.5.22) versus H,:0#(1522)
Note: We have written computer programs using MATHCAD2000
package to obtain the results.

0.6247 -0.31
From above note and example2 we have 1,(0,) { } and

-0.31 0.2629
R 40 40 R
& B Zln(l -X,) Zln X, H(0) H@,) o(8,)
1.217 1.892 -24.568 -49.316 -0.113 -0.139 154.861

Then the value of corresponding statistic is:

H()-H(@®,) ~0.113+0.139
Z =n— el o g0 2T
p=n a(8,) Va0 12.444

H,isn’t rejected and the corresponding p-value is:
py=ru (Z,]>0014)=2p, (Z, >0.014)=0.984

=0.014  then |Z,|# Zyps5 =196 ,
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6 - Confidence Interval
In this section we use asymptotic distribution of Shannon’s entropy
for regular exponential model to present a method of finding interval
estimators for entropy H(#)and for ¢ if entropy H(9) is one to one.

Consider hypothesis testing H,6 :0=6, versus H,:0=6, which
is equivalent to:

H,:H@O@)=H®, versus H,:H(@)=H(®,)

Via lemma2 we have:

a(6,)

H(@)-H(® :
p£|Zn|=‘\/; ©)—H( 0)‘32(1}:1%, then the asymptotic confidence

interval with confidence coefficient (1-«) for H(9) is equal:

) 0(90) ) 0_(00)
HO)-7z,22~ | H@)+zZ, —=22]|,
[ 2 Vn 2 n }
with L=2Z, G\(/Q_") . Furthermore the minimum sample size giving an
E n

. 1
error at most€ at a confidence level (1-«) 1s n= {—2 a?(0,)Z2 ]+1 CIf
c a
2

H() 1s one to one then the asymptotic confidence interval with
confidence coefficient (1-«) for ¢ is equal to:

_ A 0,) _ A o(d,))
o m@y-z, 2% g a2, T
[ ( 3 An 5 A

In the similar way we can construct the asymptotic confidence
interval with confidence coefficient (1-«) for H(9,)- H(0,) as:

209 2.h 5 A 5 A
{(H(él)H(éZ))Z{Z\/O‘l ©,) , o3(0,) , (H(él)_H(éz))+Za\/Jl (6’0)+a2(00)}
a\" L a

2 1 ns ) m ns

whereo?(9,)=T;1,"'(0,)r;, and 6, is MLE ¢ under H, .

Furthermore for » =n, = n, the minimum sample size giving an error at

. 1 A
most e at a confidence level (1-a) is n= {—2 (01 (0,)+03(0,)Z,, }rl-
B a
2
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In example4 we had, 62 = ZX2—452 H)=2.172 , H(0,)=2.112
i=1

and o(8,)=0.129, so asymptotic confidence interval with confidence
coefficient %95 for H(0) is [1.919 2.425], then:

1919<In(®)<2.425 and 0.067 <86 _L <0.183
o0 202

then 2.73<o? <7.465with L =7.465-2.73=4.735.
The classic confidence interval with confidence coefficient %95 for
ol 1s:
_ 2 _ 2
(-S> _ 5 _(n-DS 135.4 21354

then =2.96<

X6 025 Xoo7s 457 16.047

with L =8.44-2.96=548.

Example7. The following data are two independent random sample of
size 10 and 15 were simulated from normal (0,9) and normal (0,25)
distributions.

Sample from N(0,9) 03,-15,-36,-24,-45,15,21,24,09,4.5

Sample from N(0,25) | -10,6,-55,2,-1,1,15,3,-1.5,-10.5,-2,-0.5,-3.5,5,7

In this example we have

1, e < )
H@) =—In(—=) .6 X2+) X2 [=18.452
©) 2 (9) n1+n2{z ; 2J
: 20, . 2902 T n; 50
The results for this example is summarized in the following table:
N 0 H(6) )

Sample(1) | 10 | 0.067 2.425 0.5
Sample (2) | 15| 0.019 3.054 0.5

Then the asymptotic confidence interval with confidence coefficient
%95 for H(8))-H(0,) is:

{(2.425—3.054) 196‘/£+£ . (2425- 3054)+196‘/05 O—S:I—[—1.1948 ~0.0632]
10 15 10 15
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7 - Conclusion

Some characterization results based on Shannon’s entropy, hypothesis
testing, confidence interval, by Shannon’s entropy and comparison
with other classical tests are discussed in the paper. The main
contribution of this paper is application of Shannon’s entropy in
hypothesis testing. Furthermore we have considered some examples to
throw some light on this new theory. As we expected the method of

asymptotic distribution of (H(é)—H(éo)) is more powerful than

methods of classical form. An analytic proof of it seems to be difficult
and for further research we appeal to simulation methods for
justifications.
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